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**A high-throughput phenotyping pipeline for quinoa (*Chenopodium quinoa*) panicles via image analysis with convolutional neural networks**

# ABSTRACT

Quinoa is a grain crop with excellent nutritional properties that has attracted global attention for its potential contribution to future food security in a changing climate. Despite its long history of cultivation, quinoa has been improved little by modern breeding and is a niche crop outside its native cultivation area. Grain yield is strongly affected by panicle traits, whose phenotypic analysis is time-consuming and prone to error because of their complex architecture, and automated image analysis is an efficient alternative. We designed a panicle phenotyping pipeline implemented in Python via mask R-convolutional neural networks for panicle segmentation and classification. After model training, we analyzed 5,151 images of quinoa panicles collected over three consecutive seasons from a breeding program in the Peruvian highlands. The pipeline follows a stagewise approach, which first selects the optimal segmentation model and then another model that best classifies panicle shape. The best segmentation model achieved a mean average precision (mAP) score of 83.16 and successfully extracted the panicle length, width, area, and RGB values. The classification model achieved 95% prediction accuracy for the amarantiform and glomerulate panicle types. A comparison with manual trait measurements via ImageJ revealed a high correlation for panicle traits (r>0.94, p<0.001). We used the pipeline with images from multilocation trials to estimate genetic variance components of an index on the basis of panicle length and width. We further updated the model for images that included metric scales taken in field trials to extract metric measurements of panicle traits. Our pipeline enables accurate and cost-effective phenotyping of quinoa panicles. Using automated phenotyping based on deep learning, optimal panicle ideotypes can be selected in quinoa breeding and improve the competitiveness of this underutilized crop.
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# INTRODUCTION

Phenotyping is a key process in plant breeding programs aimed at developing new varieties of crops with relatively high yields. However, phenotyping poses a bottleneck in the breeding process because of the labor-intensive nature of the process and high cost. Manual phenotyping may result in reduced accuracy and prolonged timelines in breeding programs. Recent advances in phenotyping technologies, such as the use of neural networks for image analysis, have revolutionized plant phenotyping by increasing precision, reducing labor intensity, and enabling the identification of new traits relevant to crop breeding [(Araus et al., 2018; Warman & Fowler, 2021)](https://www.zotero.org/google-docs/?6YYpPH). This development of technology benefits not only major crops but also minor and orphan crops because the limited resources available for the improvement of such crops can be compensated for by low-cost technological approaches for genetic and phenotypic analyses.

Quinoa (*Chenopodium quinoa* Willd.) is an example of an orphan crop. It originates from the Andean region, where it has played a vital role as a staple food for small-scale farmers in the Andean highlands [(Hellin & Higman, 2005; Jacobsen, 2003)](https://www.zotero.org/google-docs/?OM9Btv). For thousands of years, farmers have contributed to the domestication and selection of quinoa varieties, resulting in high genetic and phenotypic diversity [(Bazile, Jacobsen, et al., 2016a; Patiranage et al., 2022)](https://www.zotero.org/google-docs/?2GmyCZ). The grains of quinoa are highly valued for their nutritional properties and serve as a rich source of macronutrients and energy [(Bhargava et al., 2006; Chandra et al., 2018; Nowak et al., 2016; Repo-Carrasco et al., 2003)](https://www.zotero.org/google-docs/?sRZqJW). Furthermore, quinoa is remarkably resilient to abiotic stressors such as drought and salinity (reviewed by [(Grenfell-Shaw & Tester, 2021)](https://www.zotero.org/google-docs/?9lTg5x)). Owing to these benefits, quinoa cultivation has started to spread beyond its native area. Nevertheless, despite the increasing number of countries growing quinoa, production volumes are small compared with those in the Andean region [(Bazile, Jacobsen, et al., 2016b; Zurita-Silva et al., 2014)](https://www.zotero.org/google-docs/?lZ0QO7). Although several breeding programs have been established [(Böndel & Schmid, 2021)](https://www.zotero.org/google-docs/?cxHhxq), modern quinoa varieties are still slightly improved compared with ancient landraces. The extensive phenotypic diversity of quinoa at its center of origin reveals a substantial degree of genetic diversity, which likely results from local adaptation and farmer selection [(Bazile et al. 2016](https://www.zotero.org/google-docs/?MBpVOB), [Jarvis et al. 2017)](https://www.zotero.org/google-docs/?tezQZF). This diversity manifests itself in various forms of morphological and physiological variation, including panicle shape, seed color, leaf color [(Bioversity International et al., 2013)](https://www.zotero.org/google-docs/?Zcu0r4), and varying degrees of tolerance to both biotic and abiotic stress factors. Recent efforts have aimed to standardize quinoa evaluation and characterize its diverse traits for more effective application in breeding programs [(Stanschewski et al., 2021)](https://www.zotero.org/google-docs/?A6PR2F). However, the prevailing evaluation methods still largely rely on labor-intensive and frequently imprecise manual phenotyping via visual scales and cards.

The inflorescence of quinoa is a panicle, on which individual flowers are arranged in groups on secondary axes [(Wrigley et al., 2015)](https://www.zotero.org/google-docs/?0lFEyZ). The dimensions of the panicles, both width and length, influence grain yield, making them target traits for selection in breeding programs [(Benlhabib et al., 2016a; Maliro et al., 2017; Santis et al., 2018)](https://www.zotero.org/google-docs/?NpuggU). We previously reported that the product of panicle length and panicle width was strongly correlated with yield and presented high heritability (H2=0.81; [(Lozano-Isla et al., 2023)](https://www.zotero.org/google-docs/?zuCxit)). Two types of inflorescence are distinguished [(Tapia et al., 1979)](https://www.zotero.org/google-docs/?axuvj9). The ‘glomerulate’ panicles develop compact primary axillary internodes and elongated internodes of flower clusters, which results in spherical inflorescences. The ‘amarantiform’ type develops elongated inflorescences similar to those of amaranth species, and the finger-shaped partial inflorescences originate directly from the main axis. Glomerulate inflorescences are considered to be wild type and are dominant over amarantiform inflorescences [(Gandarillas](https://www.zotero.org/google-docs/?x1nZUx)1974), but the genetic basis of this variation is currently unknown. In the description of quinoa traits, a third type of panicle shape was defined as ‘intermediate’ [(Bioversity International et al., 2013)](https://www.zotero.org/google-docs/?3eLMNs). Since grain yield is influenced by the size and type of quinoa panicle [(Craine et al., 2023)](https://www.zotero.org/google-docs/?ileCWn), efficient phenotyping of these panicle traits is expected to improve the selection of superior genotypes and enhance genetic gain.

Computational image analysis is revolutionizing plant phenotyping because of its precision and throughput. In particular, neural networks have emerged as potent tools for phenotyping and characterizing crop diversity [(Arya et al., 2022)](https://www.zotero.org/google-docs/?9DCtZE) because they frequently outperform traditional image analysis techniques [(Arya et al., 2022; Kang et al., 2023; Liu & Wang, 2020; Sabouri et al., 2021; Xie et al., 2020; D. Yu et al., 2023)](https://www.zotero.org/google-docs/?JVmMFB). The main objectives of image analysis are classification and image segmentation, which enable the measurement of traits such as size and shape. Additionally, it allows for the counting of features such as fruits or color extraction [(Ganesh et al., 2019; Jia et al., 2020; Lee & Shin, 2020; Zhou et al., 2019)](https://www.zotero.org/google-docs/?TI8jco). Among the available algorithms for neural network-based image analysis, mask R-convolutional neural networks (Mask R-CNNs; [He et al. 2018)](https://www.zotero.org/google-docs/?vc67hD) have been particularly successful because they allow accurate pixelwise mask prediction for objects. Mask R-CNN has found widespread applications in robotics [(Jia et al., 2020)](https://www.zotero.org/google-docs/?FHEn3C), medicine [(Anantharaman et al., 2018; Chiao et al., 2019)](https://www.zotero.org/google-docs/?8JFfm8), autonomous driving [(Fujiyoshi et al., 2019)](https://www.zotero.org/google-docs/?TC5x04), and plant science [(Ganesh et al., 2019; Jia et al., 2020; Kienbaum et al., 2021; Machefer et al., 2020)](https://www.zotero.org/google-docs/?vqG0qm). Among the classification models that identify and categorize objects within images, neural network architectures such as VGG16 [(Simonyan & Zisserman, 2015)](https://www.zotero.org/google-docs/?ceeNQd), InceptionV3 [(Szegedy et al., 2016)](https://www.zotero.org/google-docs/?nWPvDu), and EfficientNetB0 [(Tan & Le, 2020)](https://www.zotero.org/google-docs/?bXptwi) achieve state-of-the-art performance on multiple image classification tasks.

Considering the labor-intensive nature of quinoa panicle phenotyping under field conditions, we created a high-throughput pipeline for extracting phenotypic traits from images of quinoa panicles. This pipeline is based on our previous work ([Kienbaum et al. 2021)](https://www.zotero.org/google-docs/?PGzM9N), which employed Mask R-CNN for the classification and segmentation of maize cob images. In the present study, we adapted and optimized this approach for image classification, specifically for differentiating between glomerulate and amarantiform panicle types. We performed image segmentation to extract trait measurements to estimate quantitative genetic parameters for yield components related to panicles. Our objective was to create a pipeline that achieves the same or higher level of accuracy as manual phenotyping but with significantly improved throughput, demonstrating the effectiveness of state-of-the-art image analysis via Mask R-CNN in characterizing complex panicle traits. First, we describe the development of a deep learning model specifically designed for the classification and segmentation of quinoa panicles via Mask R-CNN. We subsequently demonstrate the application of this pipeline in estimating quantitative genetic parameters from a multilocation trial.

# MATERIALS AND METHODS

## Plant material

The plant material used for the experiments was derived from six segregating populations of quinoa (*Chenopodium quinoa* Willd.) originating from single crosses of landraces provided by the germplasm bank of the Universidad Nacional del Altiplano, Puno, Peru [(Lozano-Isla et al., 2023)](https://www.zotero.org/google-docs/?Tumusi). The field trials were conducted in three successive growing seasons from 2016--2019 as multilocation trials for line selection (“selection trials”) and variety registration (“registration trials”) trials in the Peruvian Highlands ([Table 1](#tbl-id.r5y16fnovap5)). Images from the 2021--2022 season for production and seed increase (“production trials”) were used for the validation set via scales in the images.

## Panicle images

Pictures were taken during flowering at stage 69 of the BBCH scale [(Sosa-Zuniga et al., 2017)](https://www.zotero.org/google-docs/?RVTuqo). A representative panicle for each experimental unit (breeding lines grown in experimental plots) was selected for photographing under field conditions in front of a blue background with different light conditions ([Fig. 1](#fig-id.6ns3q793e24l), Figure S1). Images were taken with different cameras and resolutions ([Table 1](#tbl-id.r5y16fnovap5)), resulting in an image collection exhibiting high heterogeneity ([Fig. 1](#fig-id.6ns3q793e24l)a). We excluded images with panicles that showed bird damage, were blurred, or were overly dry from the analysis ([Fig. 1](#fig-id.6ns3q793e24l)b).

## Development of a Mask R-CNN model for image segmentation

We found that it was challenging to obtain a single Mask R-CNN model suitable for both panicle segmentation and classification. Mask R-CNN is simple to train and extends Faster R-CNN by adding a branch for predicting an object mask in parallel with the existing branch for bounding box recognition [(Bharati & Pramanik, 2020)](https://www.zotero.org/google-docs/?v9oOZn). Consequently, we adopted a stagewise approach, selecting separate models for each task. A pipeline was implemented, connecting the best models of each stage. First, we developed models for image segmentation by testing 16 models and selecting the best model [(He et al., 2018)](https://www.zotero.org/google-docs/?0HP0i7) via the following procedure.

### *Sampling and annotation*

To ensure the selection of an unbiased training dataset, we created two random samples. The first sample involved selecting 25% from each experiment conducted in different years and locations ([Table 1](#tbl-id.r5y16fnovap5)), resulting in a total of ca. 1,300 images. A random sample of 320 images was taken from this initial pool of images. The samples were divided into training and validation sets with 238 and 82 images, respectively. The number of training images was determined on the basis of a previous study of maize cob segmentation ([Kienbaum et al. 2021)](https://www.zotero.org/google-docs/?7qUKEG). The images were annotated via VGG Image Annotator version 2.0.8 [(Dutta & Zisserman, 2019)](https://www.zotero.org/google-docs/?FNaCkN). For selection and registration field trials, only the panicle class was annotated ([Table 1](#tbl-id.r5y16fnovap5)). For the production field trial, seven classes were determined for the images: panicle, scale, label, barcode, and each channel from the RGB spectra (Figure S2).

### Model training

We utilized the Mask R-CNN framework [(He et al., 2018)](https://www.zotero.org/google-docs/?f4VkHW) and fitted it with the ResNet 101 backend to the seven classes. Model training was conducted on four parallel Tesla K80 GPUs on the BinAC high-performance computing cluster at the University of Tübingen. The Mask R-CNN training parameters were partly selected on the basis of previous work in image analysis for maize cobs [(Kienbaum et al., 2021)](https://www.zotero.org/google-docs/?M5ZDsr), with further variations and improvements implemented as needed. Compared with maize cobs, quinoa panicles exhibit greater detail and diversity in their outline and shape. Therefore, we varied parameters such as mask resolution, loss weight, and training configuration (heads.m) to investigate potential differences in the final model performance. This led to the training of 16 distinct Mask R-CNN models with a learning rate of 1e-4 over 200 epochs, each with different parameters *(*[Table 2](#tbl-id.vur4v4bpxbe8) *).*

In Mask R-CNN, the mask resolution determines the size of the predicted masks for each object instance. A higher resolution yields a more detailed delineation of object boundaries but increases the computational time. We adjusted this parameter from the standard resolution of 28x28 pixels to an enhanced resolution of 56x56. This change required a minor modification in the Mask R-CNN architecture, which involved adding an extra convolutional layer at the end of the mask branch. The aim was to achieve a more precise panicle mask.

Model optimization was based on the loss weight parameter. It ranged from the standard loss weight of 1 for each mask and class (mask01--class01) to an emphasis on mask optimization with a mask loss weight of 10 and a class loss weight of 1 (mask10--class01). We also experiment with classification optimization, adjusting the class loss weight to 10 and the mask loss weight to 1 (mask01--class10). The parameter heads.m indicates the training configuration, which either involves training all the layers of the ResNet-101 architecture or fine-tuning only the head layers while freezing all the other layers \*\*([Table 2](#tbl-id.vur4v4bpxbe8))*.*

The performance of the segmentation model in detecting panicles was assessed via the intersection over union (IoU) score, also known as the Jaccard index [(Jaccard, 1901)](https://www.zotero.org/google-docs/?ZU4rg8). This metric is widely used in evaluating the performance of object detection. The effectiveness of our trained models was measured via the mean average precision (mAP) over different IoU thresholds ranging from 50--95% in 5% increments (AP@[IoU = 0.50:0.95]; [Kienbaum et al. 2021)](https://www.zotero.org/google-docs/?5VKQZc).

### Model development for image classification

In the second stage, three deep learning architectures were implemented and tested for model classification via VGG16, InceptionV3, and EfficientNetB0 to differentiate between the two panicle types. VGG16 has the advantage of accurate identification and performs better on large-scale datasets and complex background recognition tasks [(Wang, 2020)](https://www.zotero.org/google-docs/?a3QIal). InceptionV3 is characterized by its multilevel feature extraction and factorization techniques, which achieve a balance between accuracy and computational efficiency [(Li et al., 2021)](https://www.zotero.org/google-docs/?oFtTZ7). The efficientNetB0 compound scaling approach offers high performance while maintaining reduced computational complexity, which is useful for real-time applications and resource-constrained environments [(Ramamurthy et al., 2023)](https://www.zotero.org/google-docs/?hQirCz).

### Sampling

A total of 320 panicle masks from the segmentation pipeline and pictures from the experiments were randomly selected and divided into two groups: training and validation. Each group contained two panicle classes: glomerulate and amarantiform. The training group included 110 images of the amarantiform shape and 142 of the glomerulate shape, whereas the validation group included 30 and 36 images of the same respective panicle classes. The imbalance in the number of panicles in the datasets primarily reflects the predominance of glomerulate panicles over amarantiform panicles.

### Model training

To classify images into two classes of panicle shapes, namely, amarantiform and glomerulate, we implemented 12 models via various combinations of convolutional neural network architectures, dense layers, and activation functions ([Table 3](#tbl-id.ddv8lvk6bvgs)). Each model was constructed via a specific neural network architecture, such as VGG16, InceptionV3, or EfficientNetB0, and included two dense layers. The first layer employs a rectified linear unit (ReLU) activation function and utilizes either 128 or 1024 dense layers. The choice to vary the number of neurons was influenced by computational resource limitations and the need for efficient model utilization. The second layer uses either a sigmoid or Softmax output activation function for image classification [(Maharjan et al., 2020)](https://www.zotero.org/google-docs/?w1TwxQ). We employed a standard image augmentation technique, which is commonly used to artificially increase the size and diversity of the image dataset, for a more robust model. This involved horizontal flips, random crops, random Gaussian blur, varied contrast, brightness, zoom, translation, and rotation via the *imgaug* library in Python [(Jung, 2022)](https://www.zotero.org/google-docs/?I3XYpc). The models were executed under three replications for 200 epochs ([Table 3](#tbl-id.ddv8lvk6bvgs)). The ModelCheckpoint function was used to automatically save the model exhibiting the highest performance, on the basis of the lowest validation loss. The prediction accuracy (%) for the two panicle classes, amarantiform and glomerulate, was evaluated considering three factors: neural network architectures, dense layers, and activation functions.

## Pipeline for quinoa panicle image analysis

The best segmentation model, which was selected on the basis of the mAP score, was then used to export the pixelwise mask of panicles from each image and to extract the following phenotypic traits: panicle, scale, label, barcode, and RGB values by channel ([Fig. 2](#fig-id.n3ualh2wrwq)c-d). The panicle masks were submitted to the best classification model to identify the panicle shape as either amarantiform or glomerulate ([Fig. 2](#fig-id.n3ualh2wrwq)e-f).

For the first image dataset, selection, and registration trials, the length, width, area in pixels, and RGB values were extracted. The barcode and image scale were included for the second image dataset, the production trial. The images of the first dataset did not contain scales that would allow us to calculate absolute measurements. We calculated two indices related to grain yield [(Lozano-Isla et al., 2023)](https://www.zotero.org/google-docs/?Ec4Hcs) on the basis of panicle length and width (i.e., panicle width/length and length/width) with the aim of determining whether there are differences in genetic parameters such as heritability. The pipeline runs on a workstation with 64 GB of RAM and 8 CPU kernels with a total of 16 threads.

## Deep learning pipeline versus manual annotation

Fifteen panicle images from the selection and registration field trials ([Table 1](#tbl-id.r5y16fnovap5)) were randomly selected and manually measured via ImageJ [(Schneider et al., 2012)](https://www.zotero.org/google-docs/?cvj5Cb) for comparison with the results from the segmentation model. The measures extracted via ImageJ were the panicle area, width, and length (all measured in pixels) and the mean and standard deviation of each RGB channel (Figure S3). The results were compared via Pearson correlation analysis. To extract the RGB value from the mask, the RGB Measure plugin was installed from <https://imagej.nih.gov/ij/plugins/rgb-measure.html>.

## Quantitative genetic analysis of panicles in multilocation trials

Owing to the imbalance in the number of entries between years ([Table 1](#tbl-id.r5y16fnovap5)), the indices were analyzed via a stagewise approach [(Buntaran et al., 2020; Schmidt et al., 2019)](https://www.zotero.org/google-docs/?dc86UO) under multilocation trials with three locations. In stage 1, a linear mixed model with lines as the fixed effect was used for each experiment under the lattice design [(Zystro et al., 2018)](https://www.zotero.org/google-docs/?N045rh). This was done to estimate the best linear unbiased estimators (BLUEs) via the following model:

where is the response variable of the genotype in the block of the replicate, is the first-stage intercept, is the effect for the ith genotype in the first stage, is the effect of the replicate, is the effect of the incomplete block of the replicate, and is the plot error effect corresponding to .

In stage 2, a linear mixed model was used for line-by-environment interactions, where the lines were treated as fixed effects. This was done to calculate the best linear unbiased predictors (BLUPs) via the following model:

where is the adjusted mean of the genotype in the location obtained in the first stage, is the intercept, is the main effect for the location, is the main effect of the genotype, is the genotype × location interaction effect and is the error of the mean obtained in the first stage.

## Statistical analysis

To conduct statistical analyses and produce graphs, we used the statistical programming language R version 4.4.0 [(R Core Team, 2024)](https://www.zotero.org/google-docs/?MGsNq5), while image analysis was performed via Python version 3.7.

The image analysis models were compared with different parameters (i.e., segmentation and classification), and each model with its respective replicas was subjected to a variance analysis with ANOVA (type = “III”) in the *car* package [(Fox et al., 2024)](https://www.zotero.org/google-docs/?FsGail). The factors that were significant were subjected to a means comparison analysis via the Tukey comparison test (p<0.05) implemented in the *emmeans* [(Lenth et al., 2024)](https://www.zotero.org/google-docs/?HhrrDU) and *multcomp* [(Hothorn et al., 2024)](https://www.zotero.org/google-docs/?1I0o3y) packages.

For the multienvironment analyses, broad-sense heritabilities (i.e., the Cullis approach), variance components, best linear unbiased estimators (BLUEs), and best linear unbiased predictors (BLUPs) were estimated on the basis of the ‘H2cal()’ function of the ‘inti’ package [(Lozano-Isla, 2024b)](https://www.zotero.org/google-docs/?xxhkmJ). This function uses a linear mixed model for both random and fixed effects for genotypes, which is based on the *lme4* package [(Bates et al., 2024)](https://www.zotero.org/google-docs/?IDpQRC). Outlier removal for multilocation trials was based on method 4, the Bonferroni‒Holm method, which uses the rescaled median absolute deviation for standardizing residuals, as described in Bernal‒Vasquez et al. [(2016)](https://www.zotero.org/google-docs/?knvdO2), and implemented the same function.

A Pearson correlation plot was used to compare the trait predictions made with Mask R-CNN and ImageJ and was generated via the *psych* R package [(Revelle, 2024)](https://www.zotero.org/google-docs/?qtObKc). The plots were produced with the packages *ggplot2* [(Wickham & RStudio, 2023)](https://www.zotero.org/google-docs/?liMTUD) and *ggside* [(Landis, 2024)](https://www.zotero.org/google-docs/?CzxJLJ). Code and reproducible data analysis were implemented under Quarto, an open-source scientific and technical publishing system [(Allaire et al. 2022, Supplementary File 1)](https://www.zotero.org/google-docs/?4aG49l).

# RESULTS

## Training models for segmentation and classification

To implement a pipeline for quinoa panicle analysis, a comparative analysis of various segmentation and classification models was conducted. The selection of the best segmentation model involved the assessment of 16 Mask R-CNN models, each tested with a combination of parameters, mask resolution, loss weight, and a neural network. The accuracy of the segmentation models was evaluated via the mean average precision (mAP) metric ([Table 2](#tbl-id.vur4v4bpxbe8)). The selection of the best classification model involved a comparison of 12 classification models that were developed through different combinations of neural network architectures, dense layers, and activation functions. The accuracy of the classification models was assessed on the basis of the predictive performance for two classes (i.e., amarantiform and glomerulate, [Table 3](#tbl-id.ddv8lvk6bvgs)).

The segmentation models showed statistical significance in the interaction of the loss weight, mask resolution, and neural network (p = 0.01, [Table 2](#tbl-id.vur4v4bpxbe8), Supplementary Table 1). The mAP scores ranged from 0.68 to 0.8, with a coefficient of variation of 3.65%. Model segmentation-09 achieved the highest mAP score of 0.8, whereas model segmentation-08 obtained the lowest score of 0.69 ([Table 2](#tbl-id.vur4v4bpxbe8)). The segmentation model selected for implementation in the pipeline was chosen on the basis of the replica that achieved the highest mAP of 0.83 (Supplementary Table 2).

For classification, the prediction accuracy results for the glomerulate and amarantiform classes ranged from 0.85--0.92. No significant differences were observed among the factors studied in the classification models ([Table 3](#tbl-id.ddv8lvk6bvgs), Supplementary Table 3). Therefore, we selected model classification-08, with the highest accuracy of 0.95 in the repeated model evaluations, for further analyses (Supplementary Table 4).

## Pipeline for quinoa panicle phenotyping

We implemented a Python pipeline to extract phenotypic traits from quinoa panicles, leveraging the best model for segmentation and classification analysis ([Fig. 2](#fig-id.n3ualh2wrwq)). To segment the panicle images, we used model segmentation-09 ([Fig. 2](#fig-id.n3ualh2wrwq)a-d). As certain images feature multiple panicles, we generate individual masks for each panicle. These masks were subsequently employed in the classification process. The segmentation model’s pixelwise masking of each panicle allowed us to extract the panicle length, width, area, and mean RGB color values for each channel. The segmentation of panicles was followed by the input of these segmented structures into the classification model. The model subsequently categorized the images on the basis of one of two panicle shapes: glomerulate or amarantiform ([Fig. 2](#fig-id.n3ualh2wrwq)e-f). We combined the results from the segmentation and classification pipeline ([Fig. 2](#fig-id.n3ualh2wrwq)g) and used them to calculate quantitative genetic parameters such as variance components, BLUEs, BLUPs, and heritability. The results generated by this pipeline can be utilized to carry out association studies, such as genome-wide association studies (GWASs) or quantitative trait locus (QTL) mapping ([Fig. 2](#fig-id.n3ualh2wrwq)h).

## ImageJ versus deep learning pipeline

To assess the performance of the deep learning pipeline, we conducted a regression analysis comparing manual trait extraction via ImageJ software with the results obtained from our model pipeline ([Fig. 3](#fig-id.s67t3260nbfo)).

We selected a total of 60 images, with fifteen images from each experiment ([Table 1](#tbl-id.r5y16fnovap5)), and manually annotated them with ImageJ (Figure S1) for panicle length, width, and area. The regression (R2) for panicle length was 0.93 (r = 0.96), that for width was 0.92 (r = 0.96), and that for area was 0.99 (r = 0.99), indicating a high correlation ([Fig. 3](#fig-id.s67t3260nbfo)a-c). The panicle distributions for width and area are similar between the manual annotation and model pipelines.

The classification model achieved an accuracy of 97.6%. The sensitivity was 96.7%, representing the proportion of panicles correctly identified as panicle positive by the model ([Fig. 3](#fig-id.s67t3260nbfo)e). The specificity of the model was 100%, indicating that the proportion of individuals without panicles correctly identified as panicle negative ([Fig. 3](#fig-id.s67t3260nbfo)f). The model’s precision, or the proportion of positive predicted values, was 100%.

## Scaled images and deep learning pipeline

To evaluate the efficiency of the pipeline under field conditions, we updated the segmentation model to include a dataset with 106 images with scale and QR codes ([Fig. 4](#fig-kix.n7evacder2cp)). We took photos during the seed production campaign at a 10 cm scale ([Table 1](#tbl-id.r5y16fnovap5), [Fig. 4](#fig-kix.n7evacder2cp)f).

The regression analysis between the manual measurement and the model prediction did not reveal a correlation for panicle length (R2 = <0.01, [Fig. 4](#fig-kix.n7evacder2cp)a). In contrast, panicle width was significantly correlated (r = 0.73, R2 = 0.54, [Fig. 4](#fig-kix.n7evacder2cp)b). A medium correlation was presented for the panicle indices. For width/length (r = 0.6, R2 = 0.36 [Fig. 4](#fig-kix.n7evacder2cp)c) and width/length (r = 0.56, R2 = 0.31, [Fig. 4](#fig-kix.n7evacder2cp)d). The classification model achieved an accuracy of 98.1%. The sensitivity was 100%, and the model’s specificity was 94.1% ([Fig. 4](#fig-kix.n7evacder2cp)e).

## Quantitative genetic analysis from the multilocation trials

To assess the effectiveness of the pipeline within the framework of breeding programs. We computed the quantitative genetic parameters by utilizing the extracted phenotypic values of quinoa panicles through a pipeline ([Fig. 2](#fig-id.n3ualh2wrwq)). We conducted a stagewise analysis under a multilocation trial for the registration trials ([Table 1](#tbl-id.r5y16fnovap5)). In the first stage, we calculate the adjusted means. In the second stage, we performed model selection to calculate the BLUPs, choosing the model with the lowest AIC (Supplementary Table 5). In the absence of scales in the images from the registration trials, we proceeded to estimate the broad-sense heritability for two indices, which were specifically derived from the length and width measurements of the panicles ([Fig. 5](#fig-id.e5f491agsax)).

The predominant panicle shape was a glomerulate shape ([Fig. 5](#fig-id.e5f491agsax)a). Its frequency was 82% among F7 genotypes (Illpa site), whereas in the F8 generation, its frequency was 84% (Camacani) and 63% (Illpa). ANOVA revealed a significant interaction effect between panicle shape and the length-to-width ratio (p < 0.001). Glomerulate panicles were found to be longer than they were wider, whereas amaranthiform panicles tended to be wider and shorter ([Fig. 5](#fig-id.e5f491agsax)b).

For the quantitative genetic parameters, the highest heritability was observed for the ratio of panicle width to length (H² = 0.61), whereas the ratio of panicle length to width had a heritability of 0.53 ([Fig. 5](#fig-id.e5f491agsax)c). The evaluated traits revealed significant genetic variance, with values of 48.8 and 58.3 for the ratios of length to width and width to length, respectively. The panicle length-to-width ratio exhibited a better normal distribution than did the width-to-length ratio ([Fig. 5](#fig-id.e5f491agsax)d).

Panicle shape is a bimodal trait (i.e., amaranthiform and glomerulate), and it does not exhibit a normal distribution ([Fig. 5](#fig-id.e5f491agsax)d). To compare heritability via linear and generalized mixed models, we analyzed the results via a linear mixed model (lmer) and a generalized linear mixed model with a binomial distribution (glmer; Supplementary Table 8). For lmer, the standard heritability was 0.66, whereas for the glmer model, it was 0.69. However, as we cannot calculate the error variance for the glmer model, this results in a 4% difference between the outcomes (Supplementary Table 6). On the basis of this result, we decided to proceed with the analysis via lmer.

Using the mixed linear model, we observed high repeatability for panicle shape in the F7 season in Illpa when the experimental units had replicates (Supplementary Table 7). In the second phase of the analysis, using the dataset from the experiments in Illpa and Camacani for the F8 season, we found that heritability decreased to 0.24 when the experimental units did not have replicates ([Fig. 5](#fig-id.e5f491agsax)c, Supplementary Table 7). However, the standard heritability for the panicle type is 0.63 (H2.s, Supplementary Table 8).

# DISCUSSION

Panicle traits are critical components for improving yield in quinoa. However, field-based panicle phenotyping is often time-consuming, labor-intensive, and dependent on the evaluator’s expertise in distinguishing among panicle traits. These challenges can lead to inconsistencies across operators or phenotyping sessions, particularly when large populations are evaluated, thereby limiting their application in breeding programs and large-scale genetic studies such as QTL mapping or GWAS. To overcome these limitations, we aimed to develop a pipeline for high-throughput phenotyping of quinoa panicles via deep learning-based image analysis. The pipeline was designed via a stagewise approach to select the best-performing models. In the first stage, we evaluated 16 models to identify the most suitable model for segmenting panicle images. In the second stage, we implemented 12 classification models to categorize images into two panicle shapes: amaranthiform and glomerulate. To validate the pipeline’s accuracy, we compared the outputs of the tested models with manual evaluations conducted via ImageJ. The results demonstrated a strong correlation between the pipeline’s segmentation outputs and manual evaluations at a pixel-based scale, as well as high prediction accuracy for panicle shape classification. We applied the complete pipeline to calculate quantitative genetic parameters across multilocation trials, highlighting its potential for integration into breeding programs. This approach offers a robust and scalable solution for phenotyping quinoa panicles, paving the way for more efficient and precise selection for breeding programs.

## Pipeline for panicle image analysis in quinoa

Despite extensive training of various Mask R-CNN models with different parameters, our pipeline could not identify a single model that excelled in both classification and segmentation tasks simultaneously. Consequently, we adopted a stagewise approach, selecting distinct models optimized separately for each task to increase the accuracy and efficiency of panicle phenotyping.

In a previous study on maize cob image analysis [(Kienbaum et al., 2021)](https://www.zotero.org/google-docs/?88WIBU), a single Mask R-CNN model successfully predicted both the classes and masks for maize cobs and ruler elements with high reliability. This success can be attributed to the relatively simple and distinguishable features of maize cobs and rulers. In contrast, quinoa panicles present more complex challenges due to the presence of leaves, similar coloration among structures (e.g., stem, leaves, and panicle), and, in some cases, panicles lacking compact density. These complexities likely necessitated the use of two separate models in our pipeline: one optimized for the classification of panicle shapes and the other for accurate segmentation of detailed panicle traits. We selected a segmentation model that achieved a mean average precision (mAP) score of 83.16 with two classes, a result comparable to the findings of Kienbaum et al. (2021), who reported 87.7 mAP with two classes in maize. Similarly, [Yu et al., (2019)](https://www.zotero.org/google-docs/?1PGjNP) reported an mAP of 89.85 with two classes in strawberries. These parallels underscore the effectiveness of our segmentation model despite the increased complexity of the quinoa phenotyping task.

Effective detection via simple image processing methods can be particularly challenging under field conditions because of various environmental factors, such as background color, image position, shadow, and rotation. In a study by [Lee and Shin (2020)](https://www.zotero.org/google-docs/?jaioPw), potato shapes were successfully detected under field conditions via Mask R-CNN, enabling the calculation of parameters on the basis of pixel data. We adopted a similar approach in this study to detect and analyze quinoa panicles under field conditions. Our results demonstrate that the Mask R-CNN is a suitable and robust method for addressing the challenges of field phenotyping, significantly reducing the labor-intensive and costly efforts associated with traditional approaches. In a related study, [Zhou et al., (2019)](https://www.zotero.org/google-docs/?D3uagD) analyzed 1,064 panicles from 272 genotypes of sorghum and extracted traits such as area, volume, panicle length, and width, reporting a high correlation with manual annotation. Similarly, our approach showed strong agreement with manual annotations when comparing the extracted panicle traits ([Fig. 3](#fig-id.s67t3260nbfo)). These findings further validate the potential of Mask R-CNN for accurate and efficient phenotyping in field environments.

Training a model for image segmentation, as opposed to image classification, necessitates detailed annotations that include both class labels and object location information, making it a labor-intensive and time-consuming process. In our dataset, many images did not capture complete panicles, largely because they were taken under field conditions by students rather than trained photographers. This highlights the need for improved image acquisition protocols and better training for personnel tasked with photographing the panicles to ensure high-quality, complete datasets. Furthermore, the images from the selection and registration trials lacked a scale reference, which meant that our analysis had to rely on relative trait values rather than absolute measurements for panicle indices. This limitation may have impacted the precision of certain phenotypic evaluations.

For panicle classification, we excluded intermediate panicle shapes because of their ambiguous characteristics, which are challenging to differentiate even through visual scoring [(Craine et al., 2023)](https://www.zotero.org/google-docs/?S61beW). According to quinoa descriptors, there are three main types of quinoa panicles: amarantiform, intermediate, and glomerulate (Bioversity International et al., 2013). This study represents the first attempt to analyze quinoa panicles via a high-throughput phenotyping pipeline. The study was primarily conducted on a recombinant inbred line (RIL) population at the F6 to F10 generations, where the trait exhibited high homozygosity, and the diversity in panicle shape was largely fixed. Initially, all three panicle shapes were included in the analysis. However, owing to the low frequency of intermediate panicles and the challenges in accurately distinguishing this class from the two primary shapes, it was excluded from the final analysis. Future studies could focus on optimizing methods to include the intermediate panicle shape, either by employing a more diverse panel or by developing new populations that capture greater variation in panicle shapes. From a breeding perspective, the selection of amarantiform panicles has practical implications, as their open structure promotes increased airflow throughout the quinoa inflorescence, potentially reducing the incidence of pests and diseases. The integration of panicle shape as a selection criterion in breeding programs could contribute to the development of an improved panicle ideotype for quinoa, enhancing both productivity and resilience.

The pipeline developed in this study represents a significant advancement in efficiency, scalability, and robustness, making it an ideal tool for large-scale phenotyping in quinoa breeding programs. In contrast to conventional tools such as ImageJ, which require extensive manual effort, this pipeline automates both segmentation and classification processes. This automation drastically reduces the time required for image analysis, enabling the efficient processing of thousands of images, a critical capability for modern breeding programs. The pipeline’s robustness is enhanced by the integration of data augmentation techniques during training, including random flips, brightness adjustments, and rotations. These augmentations improve the model’s ability to handle variations in lighting, background, and orientation, thereby minimizing the need for extensive preprocessing when applied to new datasets. Although the deep learning approach requires an initial investment in time and computational resources for model training, this is a one-time effort. Once the model is trained, it can process new images rapidly and consistently without requiring further manual adjustments. This capability addresses the scalability challenges often faced in breeding programs and ensures uniform and reliable analysis across large datasets, paving the way for more efficient and precise genetic and phenotypic studies.

## Quantitative genetic analysis of multilocation trials

The primary objective of our pipeline was to enable high-quality phenotyping of quinoa panicles, providing reliable data for the estimation of quantitative genetic parameters, such as variance components and heritability. These parameters are essential for understanding the genetic basis of traits and predicting responses to selection in breeding programs [(Visscher et al., 2008)](https://www.zotero.org/google-docs/?cTfVW1).

To minimize measurement errors and improve the accuracy of genetic parameter estimates, it is essential to analyze many genotypes. To address this need, automatic and semiautomatic methods have been proposed for panicle analysis in crops such as rice and sorghum [(Kong & Chen, 2021; Zhou et al., 2019)](https://www.zotero.org/google-docs/?90c6Hc). However, these methods often require panicles to be removed from the plants and analyzed under controlled laboratory conditions, which increases both labor and costs. In contrast, our pipeline provides a robust solution for analyzing panicles in a nondestructive manner during crop development under field conditions. This approach allows for the evaluation of panicles directly on the plants, accommodating variable field conditions, such as differences in light, angle, shadows, background color, and photographic devices, which often impact image quality.

Phenotyping and quantifying panicle traits are crucial, as they correlate with the yield of quinoa. Several studies have reported positive correlations between grain yield and both panicle length and panicle width [(Benlhabib et al., 2016b; Maliro et al., 2017; Santis et al., 2018)](https://www.zotero.org/google-docs/?4azRh0). We used the ratio between panicle width and length, which is 0.86 heritability at maturity [(Lozano-Isla et al., 2023)](https://www.zotero.org/google-docs/?EtKYdk). The efficient estimation of quantitative genetic parameters for panicle traits is critical for optimizing selection strategies.

A significant limitation of our analysis was the absence of a scale in the images taken during the selection and registration field trials. This limitation prevented the use of absolute measurements, such as panicle length and width in centimeters, for quantitative genetic analysis. Consequently, we relied on a relative index derived from the ratio of panicle length to width. To address this issue, we included a subset of images from the seed production trial and updated the pipeline to incorporate images with barcodes and scales. These enhancements allowed us to extract panicle traits in centimeters directly from the barcodes and scales, significantly streamlining image processing and subsequent analysis. However, the updated model using scales was unable to accurately predict actual panicle lengths. This shortcoming is likely attributable to two key factors: (i) the limited number of images included in the model update training process and (ii) the suboptimal placement of the scale, which was not uniformly distributed around the picture frame during image acquisition. To improve future implementations, we propose the use of a color scale distributed around the board. This adjustment enhances evaluation precision by reducing errors caused by color variations under different environmental conditions and variations in the angle of inclination during photo capture (Supplementary File 3, [Lozano-Isla, (2024a)](https://www.zotero.org/google-docs/?ElpvUv)). The incorporation of such a board is crucial for achieving more accurate analysis of images taken directly under field conditions. Despite these limitations, our pipeline is capable of large-scale analysis of panicle images, including those featuring panicles, barcodes, and color scales. Future analyses could also incorporate panicle density, described as lax versus compact, as a potentially valuable trait for breeding programs [(Manjarres-Hernández et al., 2021)](https://www.zotero.org/google-docs/?htUV33).

Capturing panicle images correctly in the field can be more time-consuming than visually scoring the two primary panicle shapes. However, certain parameters, such as the panicle area, color, and presence of leaflets, are challenging to assess visually. While color is typically treated as a qualitative trait, the ability to extract precise RGB values from images offers significant potential for genetic analysis, as shown in studies such as [Zhang et al., (2020)](https://www.zotero.org/google-docs/?60IIXq) on seed color in peanuts. By integrating high-throughput phenotyping techniques with deep learning, it becomes possible to characterize and evaluate the diversity of many panicle images, enabling more detailed and objective analyses in quinoa.

In conclusion, we developed a pipeline that can be directly applied to any set of panicle images without the need for prior model training. The pipeline is user friendly, straightforward to execute, and operates efficiently without requiring expensive computational resources, such as GPUs. These features make it particularly well suited for quinoa breeders working with limited resources, providing an accessible and effective tool for phenotyping that supports advancements in quinoa breeding programs.
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|  |
| --- |
| Fig. 1: Different types of heterogeneity in the image dataset of quinoa panicles. (a) Types of variation included in the analysis: Variation of lightning conditions, background, and panicle frame in the pictures. (b) Types of variation excluded in the analysis: Bird-damaged, blurred images, and overdry panicles were excluded from the dataset to avoid bias during training and image analysis. |

|  |
| --- |
| Fig. 2: Quinoa panicle image analysis pipeline using deep learning for segmentation and classification (a) Pictures from the field experiments (b) Image annotation using via software for segmentation model training (c) Model training for image segmentation (d) Best model for segmentation and trait extraction (e) Model training for image classification (f) Best model for classification (g) Merge of phenotypic data extracted from images (h) Data analysis and further application. The asterisk denotes analyses that were not conducted in the present study. |

|  |
| --- |
| Fig. 3: Comparison between ImageJ and deep learning pipeline. (a-b) Regression analysis for panicle length, width, and area. (e) ROC curve for average true and false positive rate. ROC curve for sensitivity and specificity. Fifteen images were taken from the selection and registration trials (n = 60). |

|  |
| --- |
| Fig. 4: Model prediction ability with images with scale under field conditions. (a-d) Regression analysis for panicle traits and indices. (e) ROC curve for sensitivity and specificity. (f) Panicle picture under field conditions with scale and QR code. The pictures were taken during the seed production trials (n = 106). |

|  |
| --- |
| Fig. 5: Quantitative-genetic analysis from quinoa panicle traits under multilocation trials. (a) Panicle shape distribution across generation and location. (b) Panicle relation between the shape and the ratio length and width. (c) Variance partition and heritability from panicle traits in quinoa. (d) Trait distribution after second stage analysis for panicle shape and indices. Values are represented by the BLUPs (n = 548). |

|  |  |
| --- | --- |
| Table 1: Images from multienvironmental trials from 2016 to 2019 employed for image analysis using high-throughput phenotyping for quinoa panicles. Experiments were conducted under different experimental designs (i.e. lattice and randomized complete blocks - RCBD) with presence of unbalanced data. Devices and image resolution were different for each experiment. The images from seasons 2021-2022 were used for model validation with the use of a scale in the images.   |  | | --- | |  | |

| **Trial** | **Season** | **Genotypes** | **Generation** | **Location** | **Exp. design** | **Device** | **Resolution** | **Pictures** | **Scale** |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Selection | 2016-2017 | 1200 | F6 | Camacani, Puno | RCBD | Nikon D5101 | 2736 x 3648 | 3862 | no |
| Registration | 2017-2018 | 600 | F7 | Illpa, Puno | Lattice 10x10 | ZTE Blade A610 | 2448 x 3264 | 1240 | no |
| Registration | 2018-2019 | 25 | F8 | Camacani, Puno | Lattice 5x5 | Samsung SM-T285M | 1440 x 2560 | 25 | no |
| Registration | 2018-2019 | 25 | F8 | Illpa, Puno | Lattice 5x5 | Samsung SM-T285M | 1440 x 2560 | 25 | no |
| Production | 2021-2022 | 57 | F10 | Camacani, Puno | RCBD | Motorola G30 | 3456 x 4608 | 108 | yes |

|  |  |
| --- | --- |
| Table 2: Model performance for 16 segmentation models using Mask R-CNN for extracting the phenotypic information using different mask resolution, loss weight, and neural network parameters. Values represented by Least-squares means (ap595) and standard error (ste). Significance (sig) was estimated based on Tukey (p<0.05). Each model was run with five replications.   |  | | --- | |  | |

| **Model** | **loss weight** | **mask resolution** | **heads.m** | **ap595** | **ste** | **sig** |
| --- | --- | --- | --- | --- | --- | --- |
| segmentation-1 | mask1class10 | 28x28 | all | 0.763 | 0.012 | a |
| segmentation-2 | mask20class1 | 28x28 | all | 0.754 | 0.012 | a |
| segmentation-3 | mask10class1 | 28x28 | all | 0.747 | 0.012 | a |
| segmentation-4 | mask1class1 | 28x28 | all | 0.738 | 0.012 | a |
| segmentation-5 | mask1class1 | 28x28 | heads | 0.734 | 0.012 | a |
| segmentation-6 | mask20class1 | 28x28 | heads | 0.727 | 0.012 | ab |
| segmentation-7 | mask10class1 | 28x28 | heads | 0.725 | 0.012 | ab |
| segmentation-8 | mask1class10 | 28x28 | heads | 0.686 | 0.012 | b |
| segmentation-9 | mask10class1 | 56x56 | all | 0.801 | 0.012 | a |
| segmentation-10 | mask20class1 | 56x56 | all | 0.8 | 0.012 | a |
| segmentation-11 | mask1class1 | 56x56 | all | 0.791 | 0.012 | a |
| segmentation-12 | mask1class10 | 56x56 | all | 0.782 | 0.012 | a |
| segmentation-13 | mask1class1 | 56x56 | heads | 0.758 | 0.012 | a |
| segmentation-14 | mask1class10 | 56x56 | heads | 0.751 | 0.012 | a |
| segmentation-15 | mask10class1 | 56x56 | heads | 0.737 | 0.012 | ab |
| segmentation-16 | mask20class1 | 56x56 | heads | 0.704 | 0.012 | b |

|  |  |
| --- | --- |
| Table 3: Model performance for 12 classification models using three different architectures, dense layers, and activation function configurations for binary image classification for quinoa panicles in amarantiform and glomerulate panicle shapes. Values represented by Least-squares means (accuracy) and standard error (ste). Significance (sig) was estimated based on Tukey (p<0.05). Each model was run with five replications.   |  | | --- | |  | |

| **Model** | **architecture** | **dense layers** | **activation function** | **accuracy** | **ste** | **sig** |
| --- | --- | --- | --- | --- | --- | --- |
| classification-01 | InceptionV3 | 128 | sigmoid | 0.917 | 0.013 | a |
| classification-02 | InceptionV3 | 128 | softmax | 0.871 | 0.013 | a |
| classification-03 | InceptionV3 | 1024 | sigmoid | 0.909 | 0.015 | a |
| classification-04 | InceptionV3 | 1024 | softmax | 0.924 | 0.015 | a |
| classification-05 | VGG16 | 128 | sigmoid | 0.909 | 0.015 | a |
| classification-06 | VGG16 | 128 | softmax | 0.909 | 0.015 | a |
| classification-07 | VGG16 | 1024 | sigmoid | 0.901 | 0.019 | a |
| classification-08 | VGG16 | 1024 | softmax | 0.909 | 0.015 | a |
| classification-09 | EfficientNetB0 | 128 | sigmoid | 0.909 | 0.015 | a |
| classification-10 | EfficientNetB0 | 128 | softmax | 0.901 | 0.019 | a |
| classification-11 | EfficientNetB0 | 1024 | sigmoid | 0.901 | 0.019 | a |
| classification-12 | EfficientNetB0 | 1024 | softmax | 0.854 | 0.015 | a |